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Abstract: This paper addresses the challenging problem of structured information extraction in the
financial domain. It proposes a joint extraction model that integrates graph neural networks with an entity-
aware mechanism. The goal is to improve the recognition of entities and relations in complex financial texts.
The method constructs a Syntax-Semantics Hybrid Graph by incorporating dependency syntax and semantic
co-occurrence relations. It models words, entities, and contextual information in a graph structure,
effectively capturing long-range dependencies and hidden connections between non-contiguous entities. At
the same time, the model introduces an Entity-Aware Representation Enhancement mechanism. Based on a
pre-trained language model, it strengthens the explicit representation of entities. This guides the model to
focus on core semantic areas during sequence encoding, improving the accuracy of entity boundary
detection and relation extraction. The proposed method demonstrates strong performance across multiple
evaluation tasks. It shows high stability and robustness, especially in handling high entity density, input
noise perturbation, and adaptation to different pre-trained models. Comparative and ablation experiments
confirm the effectiveness and complementarity of syntactic-semantic structure fusion and entity-aware
enhancement in financial text extraction. The structured modeling and semantic representation strategy
proposed in this paper provides a technical foundation for deeper understanding and high-quality knowledge
construction in financial corpora. It also offers a new research perspective for extraction tasks in complex
language scenarios.

Keywords: Information extraction, graph neural network, entity perception modeling, financial text
processing

1. Introduction

In the era of information explosion, financial news, as a key information carrier, widely disseminates content
related to corporate activities, policy trends, and market conditions. It significantly influences investor
behavior and market fluctuations. Especially in capital markets, financial news is regarded as a critical source
of signals that reveal potential risks and market opportunities[1]. As the volume of information continues to
grow, manual methods can no longer extract valuable knowledge efficiently or accurately. This drives the
trend toward automated analysis of financial news. Entity extraction and relation recognition, as core tasks in
financial information extraction, play a fundamental role in building financial knowledge graphs, supporting
decision-making, and enhancing intelligent investment systems|2].

However, financial texts are highly specialized, domain-specific, and ambiguous[3]. They contain numerous
entities such as organizations, individuals, products, and indicators. The relationships among these entities are



often embedded in complex semantic structures. Traditional natural language processing methods, which rely
on lexical and syntactic rules, struggle to capture deep semantic associations and contextual interactions.
Moreover, financial news features diverse writing styles, multiple reporting perspectives, fuzzy entity
boundaries, and frequent ambiguities. These characteristics raise higher demands for entity recognition and
relation modeling, urging researchers to explore more flexible and efficient modeling approaches[4].

In recent years, graph neural networks have emerged as powerful tools for modeling graph-structured data in
natural language processing[5]. Unlike traditional sequence models, graph neural networks can naturally
represent the structural relationships among entities. They can capture long-range dependencies that span
across sentences or even documents. This structural advantage is particularly important for modeling
complex interactions among multiple entities in financial news. Graph neural networks offer more reasonable
representations for handling nested entities, implicit relations, and contextual dependencies. By transforming
financial text into graph structures, they can improve the accuracy of entity extraction and uncover deeper
semantic relationships, supporting financial event modeling and dynamic knowledge construction[6,7].

Furthermore, building an entity-relation recognition system tailored to financial news has far-reaching
implications for the development of financial knowledge graphs. As key infrastructure for intelligent systems
in the financial domain, knowledge graphs play a central role in information integration, knowledge inference,
and risk warning. The quality of entity and relation recognition directly determines the accuracy and
reliability of the graph[8]. Graph neural network-based modeling not only enhances the semantic
expressiveness of information extraction but also enables unified knowledge structuring across diverse
sources and formats of financial news. This improves the completeness and timeliness of the knowledge
graph, boosting its application potential in financial technology, regulatory technology, and investment
support[9].

From a broader perspective, advancing intelligent extraction of entities and relations in financial news is a
key path for integrating natural language processing with financial engineering. It also represents a challenge
and breakthrough in modeling complex semantic information. As information interaction in financial markets
accelerates, building a system with high accuracy and robustness for information understanding helps
financial institutions enhance their insight capabilities. It also provides more transparent and intelligent
market information services for individual investors. In this context, research on entity extraction and relation
recognition in financial news using graph neural networks holds both clear academic value and significant
practical importance.

2. Related work
2.1 Graph Neural Networks

Graph neural networks, as a deep learning method for processing graph-structured data, have demonstrated
remarkable performance in recent years across natural language processing, recommendation systems, and
computer vision. The core idea is to transmit information between nodes in a graph through a message
passing mechanism. This helps capture contextual structural features of the nodes. Compared with
traditional sequence models, graph neural networks can effectively model high-order relationships between
nodes and their neighbors in non-Euclidean space. This gives them stronger representational power.
Especially when dealing with data that contain complex dependency structures, graph neural networks can
enhance modeling depth and semantic capture due to their flexible topological representations[10].

In natural language processing, graph neural networks have been widely used in tasks such as text
classification, relation extraction, named entity recognition, and event extraction[11,12]. Text, as a form of
sequential data, can be transformed into graph structures through dependency parsing, coreference
resolution, and entity linking. This enables a structured representation of semantic dependencies. In entity



extraction and relation recognition tasks, words, phrases, and entities in text can be represented as nodes in a
graph. Edges can express syntactic, semantic, or contextual dependencies. Graph neural networks can
effectively model multi-hop relations and long-distance dependencies. This helps address the limitations of
traditional models in capturing non-contiguous relationships[13,14]. Moreover, graph structures can
integrate information from multiple heterogeneous sources, such as knowledge bases, context windows, and
domain dictionaries. This further enhances the richness of representation and the accuracy of extraction[15].

In the financial domain, text data often contain highly structured information and complex semantic
relationships. Examples include trading relationships between financial institutions, acquisition behaviors
between companies, and interactions between policies and markets. These types of information are naturally
suited to graph-based modeling. The use of graph neural networks provides technical support for building
more accurate and interpretable financial information extraction systems[16,17]. By constructing semantic
or event graphs among entities, models can not only identify key entities but also understand dynamic
semantic relations between them. This improves both the logical consistency and semantic completeness of
information extraction. Therefore, applying graph neural networks to entity and relation modeling in
financial news is not only a methodological innovation, but also offers a new direction for the intelligent
development of financial information processing systems.

2.2 Entity Extraction

Entity extraction is one of the fundamental tasks in natural language processing[18]. It aims to identify and
extract meaningful entity units from unstructured text, such as names of people, organizations, locations, time
expressions, and numerical values. In financial texts, entity extraction is particularly important. It involves
diverse financial concepts, including company names, stock codes, financial indicators, product names,
counterparties, and legal terms. Financial texts are typically formal in style but rich in specialized
terminology. Their semantic expressions are often complex[19,20]. Entities may be ambiguous or nested,
which increases the difficulty of boundary detection and type classification. Therefore, entity extraction is
considered a foundational step in financial information extraction systems. It directly affects the quality of
subsequent tasks such as information linking, relation recognition, and knowledge graph construction[21].

Early methods for entity extraction relied on handcrafted rule templates, dictionary matching, or statistical
learning models[22]. These approaches were effective in controlled scenarios. However, when applied to
real-world financial texts with diverse language patterns and complex contextual relationships, they often
showed poor adaptability and weak generalization[23]. With the development of deep learning, especially the
wide adoption of pre-trained language models, entity extraction has gradually evolved from traditional
sequence labeling to more semantically driven approaches. BILSTM-CREF architectures were once among the
mainstream methods. These models used sequential context to identify entities. However, they struggled with
long texts, cross-sentence entities, and nested structures. This limited their effectiveness in complex financial
settings[24].

In recent years, researchers have proposed more flexible and semantically aware models for entity extraction
in the financial domain[25]. These include question-matching based models, hierarchical extraction
frameworks, and graph neural network methods with structural awareness. These approaches overcome the
limitations of linear sequence models. They retain contextual information while improving the model's ability
to understand structural relationships among entities. For example, in a piece of financial news involving
several companies, individuals, and transactions, the semantic boundaries of entities are not always clearly
defined by specific words. Relying only on local context often fails to determine correct entity attribution.
Structured modeling approaches introduce global information among entities. This helps improve the
accuracy and consistency of extraction. Therefore, the continuous development of entity extraction



techniques provides a solid foundation for information understanding in financial texts and offers essential
technical support for the automatic construction and semantic analysis of financial knowledge.

3. Method

This study proposes a method for entity extraction and relation recognition in financial news by integrating
Graph Neural Networks (GNN) and Pre-trained Language Models (PLM). The goal is to improve the
model's ability to understand complex semantic structures and cross-sentence relations in financial texts.
Compared with traditional approaches, this method introduces two key innovations. First, it constructs a
Syntax-Semantics Hybrid Graph (SSHG) based on syntactic dependencies and semantic co-occurrence. This
strategy builds high-quality semantic graph structures within the text. It allows the model to better capture
non-contiguous entities and their contextual associations. Second, it introduces an Entity-Aware
Representation Enhancement (EARE) mechanism. During encoding, the model is explicitly guided to focus
on key domain-specific entities. This interaction at the entity level improves the accuracy of extraction and
the robustness of relation recognition. These two improvements work together to strengthen the model's
ability to capture implicit semantic and structural information in financial news. They provide a solid
technical foundation for subsequent financial knowledge representation and event construction. The
architecture of the overall model is illustrated in Figure 1.
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3.1 Syntax-Semantics Hybrid Graph

In this study, we propose a hybrid graph structure named the Syntax-Semantics Hybrid Graph (SSHG),
which combines syntactic structure and semantic co-occurrence information to enhance the model's ability
to capture complex relationships between entities in financial text. In the constructed graph, both entities
and contextual units are treated as nodes, while syntactic dependencies and semantic associations are
introduced as edges. This dual-edge design explicitly encodes the intricate linguistic connections among
entities in a structured form, thereby addressing the limitations of traditional sequence-based models in
capturing long-distance and non-local dependencies.

By incorporating both sentence-level syntax and document-level semantic co-occurrence, SSHG enables the
model to represent non-continuous and cross-sentence entity associations within a unified graph framework.
This not only improves the expressive capacity of the graph neural network but also enhances its semantic
coverage and contextual awareness. As a result, the model becomes more effective in identifying latent
relations and subtle interactions that are otherwise difficult to capture using linear architectures. The detailed
architecture of the SSHG module is illustrated in Figure 2.
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Figure 2. SSHG module architecture

In the graph construction process, given an input text sequence X = {x,,X,,..., X, } , we first use the syntactic
parsing tool to obtain the dependency graph G, =(V,E

syn

) , where V represents the word node set and



E,, represents the edge set based on the syntactic dependency relationship. At the same time, we introduce

the semantic co-occurrence graph G, =(V,E,,

), where the edge E, is obtained by calculating the co-
occurrence frequency of word pairs in the local window, TF-IDF similarity, or the similarity between pre-
trained vectors. The final hybrid graph G=(V,E 6 UE,, ) contains both syntactic edges and semantic

sem

edges, thus forming a more comprehensive semantic structure.

To enhance the distinguishability of nodes in the graph, we introduce an entity-aware labeling function
O(v,) to identify whether a node is an entity, which is defined as follows:

1, if v, € Entity Set

0, otherwise

5(vi) :{

In addition, the edge weight function w(e,) is defined as:

@) Als ife,eE ,

w(e,) =

y :
A,-cos(ee;), ife,€eE,

e, represents the word vector, and A, and A, are hyperparameters. Such a weighting mechanism helps to
improve the semantic selectivity of edges.

In the GNN propagation phase, we update the representation of each node v, in the form of message

aggregation:

B =o( > we) - W)

JjeN (i)

Where N(i) represents the neighbor set of node v,, W' is the parameter matrix of the I-th layer, and o

is the activation function. Through multi-layer propagation, each entity node can gradually aggregate its
context and structural information to achieve cross-sentence and cross-relation knowledge modeling. The
introduction of this graph structure lays a structured semantic foundation for subsequent entity extraction
and relationship recognition.

3.2 Entity-Aware Representation Enhancement

In natural language processing tasks, entities usually carry the most core semantic information in a sentence.
Especially in financial texts, entities such as company names, amounts, and event objects have a critical
impact on task completion. In order to make full use of these important semantic units, this study introduces
the Entity-Aware Representation Enhancement mechanism, which guides the model to focus on key
semantic nodes by modeling and strengthening entity information in the encoding stage, thereby improving
the overall representation and expression capabilities. Based on the pre-trained language model, this module
explicitly injects entity features, which helps to improve the accuracy and consistency of subsequent graph
modeling and relationship recognition stages. Its module architecture is shown in Figure 3.
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Figure 3. EARA module architecture

In the specific implementation, assume that the input text is X = {x,,x,,..., x, } and its corresponding initial
representation is H ={h,,h,,...,h } . We first use the entity recognizer to annotate the entity set
E ={e,e,,...,e,}, and each entity is represented by its position in the text (s,,,). Then, the extracted entity

representation e, can be defined as the pooling operation of its contained word vectors:
e, = Pooling(h ,...,h, )

To achieve entity-guided contextual enhancement, we introduce an entity attention mechanism to fuse the
entity representation with the original sequence representation, defined as:

The attention weight a, represents the correlation between the jth word and the i-th entity, and is

calculated as:
exp(h!W,e,)
ZZ; exp(h;W,e,)

a;



In addition, to further enhance the semantic influence of entities, we introduced an entity gating mechanism
in the hidden layer to dynamically adjust the representation of each position, which is defined as follows:

hy =0, [h: )@ h, + (1= (W, [h;:e*]) @ e

Where e* represents the aggregation of global entity vectors, o 1is the Sigmoid function, and ® is the
element-wise multiplication operation. This mechanism ensures that when encoding sentences, entity
information can affect the global semantic expression in an explicit and controllable way, which is
especially important for modeling key entities in long texts.

Finally, all enhanced representations {le,fzz,...,ﬁn} will be passed as input to the graph neural network

module to participate in information propagation on the semantic graph. The entity enhancement module not
only improves the model's sensitivity to key semantics, but also provides a more semantically rich
representation input for subsequent structured modeling, thus laying the foundation for complex relationship
extraction and event construction.

4. Experimental Results
4.1 Dataset

This study uses the FinRE dataset as the primary source for entity recognition and relation extraction tasks.
FinRE is a financial-domain information extraction dataset collected from a large number of financial news
reports. It covers typical financial events such as corporate activities, investment and financing, mergers and
acquisitions, and executive changes. The dataset is designed for joint modeling of entities and relations. It
features strong domain specificity and structural complexity, making it suitable for evaluating a model's
performance in real financial contexts.

The FinRE dataset includes annotations for various types of entities, such as companies, individuals, job
titles, amounts, and time expressions. It also provides detailed classifications of semantic relations between
entities, including "holds position", "investment event", "acquisition target", and "funding round". Each
sample contains the original news text along with its corresponding structured annotations. This allows the
dataset to be used for named entity recognition, relation classification, and event modeling tasks.

The dataset has high annotation quality and is based on reliable sources. It is widely used in financial natural
language processing research. Its complex nested entities, diverse relation types, and highly specialized
financial terminology present challenges for domain-adaptive modeling. At the same time, it offers an
effective benchmark for financial text understanding tasks.

4.2 Experimental Results

1) Comparative experimental results

This paper first gives the comparative experimental results, as shown in Table 1.

Table 1: Comparative experimental results

Method Accuracy Precision Recall

BERT-CRF[26] 83.1% 79.6% 81.3%




PL-Marker[27] 84.7% 82.5% 83.6%
PURE[28] 85.4% 83.1% 84.2%
UniRE[29] 86.0% 84.2% 85.1%
Ours 88.5% 86.7% 87.6%

As shown in Table 1, the proposed model demonstrates clear advantages in entity extraction and relation
recognition tasks within the financial domain. It achieves the best overall performance in terms of accuracy
and extraction completeness. Compared with the traditional BERT-CRF model, our approach improves
accuracy by 5.4 percentage points. It also increases precision and recall by 7.1% and 6.3%, respectively. This
indicates that the model not only identifies more correct entities and relations but also shows stronger
robustness and generalization.

Further analysis shows that the proposed method still outperforms strong baseline models recently introduced
in top conferences, such as PL-Marker, PURE, and UniRE. Methods like PURE and UniRE have adopted
joint modeling strategies and some context-aware mechanisms. However, they still face challenges in
capturing long-range dependencies and deep semantics in financial texts, which are often syntactically
complex and densely packed with overlapping entities. The Syntax-Semantics Hybrid Graph introduced in
this study addresses this gap. It enables the model to capture non-contiguous entities and their latent relations,
thus improving overall extraction performance.

In addition, the Entity-Aware Representation Enhancement mechanism plays a key role in performance
improvement. In financial texts, entities often carry the core semantic content of the sentence. By explicitly
introducing entity information during the encoding phase of the pre-trained model, the mechanism helps
guide model attention toward critical areas. This leads to gains in both precision and recall. The simultaneous
improvement of these two metrics confirms that the mechanism enhances both entity boundary detection and
relation classification.

Overall, the superior performance of the proposed method results from a dual-focus strategy that integrates
structural information and semantic awareness. By incorporating enhanced modeling of entities and context
at both the encoding layer and the graph neural propagation layer, the model improves its understanding of
financial language details. It also strengthens its ability to reason about higher-level structural relationships.
This design proves to be more adaptive and accurate when dealing with diverse and tightly coupled entity
relations in financial scenarios.

2) Ablation Experiment Results

This paper also further gives the results of the ablation experiment, and the experimental results are shown in
Table 2.

Table 2: Ablation Experiment Results

Method Accuracy Precision Recall
BaseLine 84.2% 81.0% 82.1%
+SSHG 86.1% 83.5% 84.3%
+EARA 85.6% 83.1% 83.8%
Ours 88.5% 86.7% 87.6%




As shown in the ablation results in Table 2, the two core modules proposed in this study—Syntax-Semantics
Hybrid Graph (SSHG) and Entity-Aware Representation Enhancement (EARE)—both contribute
significantly to the overall performance of the model. The baseline model, without structured modeling or
entity-awareness mechanisms, achieves an accuracy of 84.2%. Its precision and recall are 81.0% and 82.1%,
respectively. This indicates that it has certain limitations in identifying complex semantic relations.

When only the SSHG module is added, the model's accuracy increases to 86.1%. Precision and recall also
rise to 83.5% and 84.3%. This change confirms the effectiveness of structured semantic graphs in modeling
syntactic dependencies and semantic co-occurrence. By introducing graph structures, the model captures
deeper semantic associations among entities. It performs better in handling long-range dependencies and non-
contiguous relations. This enhances contextual support for entity and relation decisions.

On the other hand, adding the EARE module also improves model performance. The accuracy reaches 85.6%,
showing that the entity-awareness mechanism effectively guides the model to focus on key information. This
module enhances entity representations explicitly. It helps the model recognize important semantic units
during sequence encoding. As a result, overall extraction precision improves, especially in sentences with
multiple co-occurring entities.

The full model, which integrates both SSHG and EARE, achieves an accuracy of 88.5%. Both precision and
recall reach their highest levels. This indicates that the two mechanisms are functionally complementary.
Structured modeling provides semantic-level graph support. The entity enhancement mechanism improves
semantic focus at the representation level. Together, they enable the model to generalize better and
understand deeper semantic structures in complex financial texts during entity extraction and relation
recognition tasks.

3) Experiment on the adaptability of different pre-trained language models to downstream extraction
tasks

This paper also gives an experiment on the adaptability of different pre-trained language models to
downstream extraction tasks, and the experimental results are shown in Figure 4.
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Figure 4. Experiment on the adaptability of different pre-trained language models to downstream
extraction tasks

As shown in the results of Figure 4, different pre-trained language models (PLMs) exhibit significant
performance differences in downstream entity extraction and relation recognition tasks. Overall, FInBERT
achieves the best or near-best results in terms of accuracy, precision, and recall. This indicates that domain-



specific pre-trained models have clear advantages in modeling financial texts. Although BERT has a certain
level of representational power as a base model, it shows limitations in adapting to financial semantic
contexts.

RoBERTa performs consistently and outperforms BERT across all three evaluation metrics, including
accuracy, precision, and recall. Its enhanced ability to model deeper contextual dependencies plays a key role
in improving the understanding of financial texts. Although RoBERTa is not specifically pre-trained on
financial-domain corpora, its superior capacity for semantic representation enables it to maintain high levels
of accuracy and recall, even when dealing with complex and syntactically varied language structures. This
result indicates that general-purpose enhanced language models, when equipped with more advanced
architectural designs, can still exhibit strong adaptability and performance, even in specialized domains
without explicit domain-specific pretraining.

The strength of FInBERT further confirms the compatibility between entity-aware mechanisms and domain-
specific language models. In the architecture of this study, the Entity-Aware Representation Enhancement
module depends on accurate identification of dense entities such as financial terms, company names, and
numerical expressions. FInBERT benefits from higher coverage of such entities in its pre-training data,
making it a better base encoder for this task. Its leading performance in precision and recall also suggests that
the model is more effective in capturing financial entities with clear semantic boundaries and explicit
pragmatic targets.

In contrast, Longformer, despite its architectural advantage in handling long-range dependencies and
extended input sequences, demonstrates slightly weaker performance in this particular task. One possible
explanation is that financial news and announcements, although not excessively long, rely more heavily on
precise semantic interpretation of entity relationships rather than on modeling paragraph-level continuity. As
a result, the ability to process long texts alone is not sufficient to compensate for the lack of adaptation to
domain-specific semantics.

This observation suggests that structural capability must be matched with domain relevance to achieve
optimal performance. These experimental results underscore the importance of selecting pre-trained language
models that are well aligned with the target semantic domain. They also provide further evidence supporting
the effectiveness of the proposed approach, which combines domain-specific pre-trained representations with
structure-enhanced strategies, allowing the model to better capture fine-grained financial semantics and
complex entity interactions.

4) Analysis of the influence of entity density on information extraction accuracy

This paper also provides a detailed analysis of the impact of entity density on the accuracy of information
extraction. By examining how varying levels of entity concentration affect model performance, the study
highlights the challenges posed by densely populated semantic structures. The corresponding experimental
results, which illustrate this relationship across different density levels, are presented in Figure 5.

As shown in Figure 5, entity density has a significant impact on the performance of information extraction
tasks. When the entity density in the text is low to moderate, the model can stably extract key entities and
their semantic relations. The F1 scores are 0.873 and 0.882, respectively, indicating high extraction accuracy
and completeness. This shows that in contexts with moderate semantic load, the model has strong semantic
discrimination and contextual understanding. It can effectively perform joint modeling of entities and
relations.

However, as entity density increases, model performance declines. In the "Very High" density setting, the F1
score drops to 0.835. This result suggests that in texts with dense entities, the model faces greater ambiguity.



When nested, overlapping, or co-referent entities are present, it becomes harder for the model to accurately
distinguish boundaries and types. This affects the final recognition results. High density may also cause
mismatches in relation recognition, which reduces overall extraction accuracy.
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Figure 5. Analysis of the influence of entity density on information extraction accuracy

This trend further confirms the necessity of introducing the Syntax-Semantics Hybrid Graph and Entity-
Aware mechanisms in this study. Although complex entity structures pose challenges, structured graph
modeling and entity-aware mechanisms help reduce the interference caused by high density. They guide the
model to focus on the structural and semantic links among high-weight entities. This helps maintain
performance stability. These findings also show that the proposed model has strong capabilities in handling
complex texts.

In summary, higher entity density results in more complex and intertwined semantic structures, which
significantly increase the demands placed on a model's ability to abstract meaningful patterns and accurately
identify entity boundaries. In financial texts and other domains where entities frequently overlap or co-occur,
traditional sequence-based modeling approaches are often inadequate for capturing such intricacies. To
effectively handle these challenges, multi-level methods that integrate structural awareness with explicit
entity modeling provide a more robust solution. These approaches offer greater practical value and broader
application potential, particularly in real-world information extraction tasks that involve dense and
semantically rich content.

5) Model robustness evaluation under input noise perturbations
This paper also provides an evaluation of the model's robustness under varying levels of input noise

perturbations, aiming to assess its stability in less controlled or noisy environments. The experimental results,
which demonstrate how performance changes with increasing noise intensity, are presented in Figure 6.
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Figure 6. Model robustness evaluation under input noise perturbations

As shown in the results of Figure 6, the model's performance in terms of accuracy, precision, and recall
steadily declines as input noise increases. This indicates that the model is sensitive to the completeness of
input information. When no noise is added (0%), the model maintains a high level of performance. As the
noise level reaches 50%, accuracy drops by more than 12 percentage points. This suggests that when input
structures are disrupted, the model's ability to identify key information is significantly affected.

The precision curve shows a clear drop in the accuracy of entity boundary detection under noise. This implies
that noise not only reduces the recognizability of entities but also increases the risk of incorrect predictions.
Since the proposed method relies heavily on entity representation enhancement and structured graph
construction, any form of input variation may damage the integrity of the graph. This, in turn, disrupts the
semantic propagation of entities within the graph.

The recall curve also shows a downward trend, indicating that noise causes the model to miss key entities or
relations. It fails to capture the original semantic content effectively. In financial texts, semantic
understanding often depends on accurate expression of specific entities such as names, dates, and monetary
values. Once these are disturbed, the model struggles to build correct contextual associations, leading to
lower recall.

Overall, the experimental results confirm that the proposed method has strong extraction ability but depends
on input stability. In scenarios with frequent noise or low-quality text, model performance may decline. This
finding highlights the need to enhance robustness in future model design. Possible directions include
adversarial training, data augmentation, or robust graph structure optimization, to improve system reliability
in real-world financial text processing.

6) Loss function changes with epoch

Finally, this paper gives a graph of the loss function changing with epoch, and the experimental results are
shown in Figure 7.

As shown in the results of Figure 7, the proposed method demonstrates good convergence and stability
during training. Both train loss and validation loss drop rapidly within the first 10 epochs. This indicates that
the model quickly captures the main semantic structures between entities and relations. It also shows strong
feature fitting ability in the early stages. These results suggest that the model's structural modeling and entity
enhancement mechanisms in the financial domain begin to contribute positively from the early training phase,
improving extraction efficiency.



As training progresses, both losses gradually stabilize after epoch 12. The gap between validation loss and
train loss remains small, with no obvious sign of overfitting. This indicates that the model has good
generalization ability in structurally complex and semantically dense financial texts. It maintains consistent
predictions on unseen data. The results reflect the robustness of the graph neural network mechanisms and
pre-trained representations in aligning semantic features.

Loss Function Changes with Epoch
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Figure 7. Loss function changes with epoch

It is worth noting that during the later training phase (epoch 15 to 20), the validation loss shows slight
fluctuations. However, the overall trend remains stable, and no significant performance degradation occurs.
Given the model's integration of graph structure and entity information, these fluctuations may be related to
the complexity of entity distributions or the presence of long-tail relation types in the input. Such variations
fall within an acceptable range of local disturbances.

Overall, the loss curves confirm the reliability and training efficiency of the proposed method in financial
information extraction tasks. The strong convergence trend and consistent validation results further
demonstrate the practical value of structural modeling and entity enhancement. These components help
improve model robustness and representation power, providing effective support for entity and relation
recognition in complex financial language scenarios.

5. Conclusion

This study addresses the problem of structured information extraction from complex texts in the financial
domain. It proposes a deep learning model that integrates a Syntax-Semantics Hybrid Graph with an Entity-
Aware Representation Enhancement mechanism. The method combines syntactic structures with semantic
co-occurrence to build a context-aware graph neural network. It also introduces an entity enhancement
strategy to improve the modeling of semantic dependencies between entities and relations. In various
experimental tasks, the model shows strong extraction performance and robustness. It performs especially
well in scenarios with overlapping entities, long-range dependencies, and semantic ambiguity. This research
advances joint extraction modeling from both methodological and technical perspectives. It explores how
graph structures and pre-trained language models can work together, enriching the study of financial natural
language processing. The proposed architecture is both generalizable and scalable. It applies not only to
financial news but also has the potential to transfer to other sub-domains such as announcements, financial
reports, and regulatory documents. This method supports the development of more accurate and real-time



financial knowledge graphs, which provide key support for tasks such as investment analysis, regulatory
monitoring, and intelligent search.

From an application perspective, this research holds practical value for both financial technology (FinTech)
and regulatory technology (RegTech). In financial markets, automated semantic understanding and
information structuring are fundamental for high-frequency trading, risk assessment, and market analysis. In
regulatory contexts, the model can help identify high-risk expressions, track corporate behavior, and
strengthen compliance checks. As financial text volume continues to grow, manual processing is no longer
sufficient to meet the dual demands of efficiency and accuracy. Intelligent semantic parsing systems are
becoming a core part of future infrastructure. Looking ahead, financial texts will continue to become more
diverse in structure and more complex in semantics. This raises new challenges for the flexibility and
generalization of extraction models. Future work may incorporate cross-document graph construction,
enhanced temporal modeling, or multimodal information such as charts, tables, and images to improve
understanding of heterogeneous data. There is also room for deeper exploration of model robustness and
security. Research on adversarial perturbations and domain transfer can further advance the development of
mature and practical financial language processing systems.
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