Transactions on Computational and Scientific Methods | Vo. 5, No. 4, 2025
ISSN: 2998-8780

https://pspress.org/index.php/tcsm

Pinnacle Science Press

NCE

Dynamic and Low-Rank Fine-Tuning of Large Language Models
for Robust Few-Shot Learning

Guohui Cai', Anda Kai?, Fan Guo®

llinois Institute of Technology, Chicago, USA

2The University of Texas at Austin, Austin, USA

*Mllinois Institute of Technology, Chicago, USA

*Corresponding Author: Fan Guo; fan.guo.developer@gmail.com

Abstract: This paper focuses on the fine-tuning of large models in data-scarce scenarios and proposes
a parameter-efficient fine-tuning strategy that combines low-rank decomposition with dynamic weight
adjustment to enhance model adaptability and stability under few-shot conditions. To address the high
computational cost and overfitting risks associated with traditional full-parameter fine-tuning, the
proposed method leverages the LoRA structure to reduce the number of trainable parameters and
introduces a dynamic weighting mechanism based on sample uncertainty, guiding the model to focus
more on high-value samples. This improves the model's generalization ability while preserving its
representational capacity. Experiments conducted on the FewRel few-shot relation classification dataset
demonstrate that the proposed method achieves higher accuracy and F1 scores than full fine-tuning
while updating only 1.5% of the parameters, significantly improving training efficiency and robustness.
Furthermore, a sensitivity analysis of frozen layers confirms the strategy’s ability to strike a balance
between parameter control and transfer performance. The dynamic weight adjustment mechanism also
consistently shows notable performance gains across different K-shot settings, indicating its strong value
for training optimization in data-scarce environments.
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1. Introduction

In recent years, with the rapid development of artificial intelligence technology, Large Pre-trained
Models (LPM) have achieved groundbreaking results in multiple fields, including natural language
processing, computer vision, and multimodal learning. Especially large models represented by BERT [1],
GPT [2], and CLIP [3], which successfully capture rich semantic knowledge and generalization ability
through general pre-training on massive datasets, provide strong foundational representations for
downstream tasks. However, in real-world applications, the challenge of data scarcity is often
encountered, especially in high-barrier fields such as medical diagnosis, legal text analysis, and remote
sensing image recognition. Acquiring high-quality annotated data is costly and time-consuming. In such
cases, how to effectively fine-tune large models under limited data conditions to improve their
performance on specific tasks has become one of the key research issues.



Fine-tuning large models serves as a bridge between general pre-training and specific tasks [4]. The goal
is to enhance task adaptability with a small amount of data while preserving the model's general
knowledge. However, traditional full-parameter fine-tuning methods often face significant computational
resource consumption and overfitting risks. Especially in data-scarce environments, these methods not
only struggle to achieve ideal convergence but may also undermine the general knowledge accumulated
in pre-trained models. To address this, a series of Parameter-Efficient Fine-Tuning (PEFT) methods have
emerged in recent years, such as Adapter, LoRA, and Prefix Tuning. These methods freeze most of the
model parameters and introduce only a small number of trainable modules or weight adjustment
strategies. This improves fine-tuning efficiency while maintaining performance. However, these methods
still face performance bottlenecks in extremely sparse data or scenarios with significant distribution
differences. There is a need for more systematic optimization strategies and mechanisms to further
explore the potential of large models to adapt to low-resource environments.

Data scarcity is not only a technical challenge but also a common objective dilemma in real-world
scenarios [5]. In industrial practice, data scarcity can arise from various factors such as privacy protection,
industry barriers, or annotation costs. For example, in tasks like minority language processing, rare
disease image diagnosis, or remote sensing recognition in specific geographical environments, collecting
large-scale training samples is often infeasible. Therefore, in these high-value yet low-resource
applications, it is crucial to efficiently fine-tune existing large models through methods such as structural
simplification, knowledge transfer, and auxiliary learning. At the same time, with the rise of "model-as-a-
service," the demand for high-performance, low-cost deployment is growing in enterprises and
organizations. This has raised higher requirements for fine-tuning strategies: they must reduce
computational resource consumption while improving small-sample adaptability to achieve practically
deployable intelligent systems.

This study focuses on the fine-tuning of large models in data-scarce scenarios, systematically exploring
and proposing fine-tuning optimization strategies that are both general and practical. Building on existing
research, this paper will construct a framework for fine-tuning large models in low-resource
environments from multiple perspectives, including parameter-efficient tuning techniques, multi-source
information fusion methods, and regularization and adversarial training mechanisms. This framework not
only aims to improve model performance but also emphasizes the stability and robustness of the model
under resource constraints, with the goal of providing reusable and scalable methodological references for
subsequent research. By analyzing the applicability boundaries and potential bottlenecks of current fine-
tuning techniques in data-scarce environments, this paper seeks to push the application of large models
from reliance on big data toward "small data, big impact" capabilities, facilitating the deployment and
deepening of Al technology in more critical real-world fields.

In conclusion, as large models continue to unlock their potential in various tasks, how to efficiently fine-
tune and optimize them in data-scarce and complex environments has become a key issue for the
sustainable development and widespread deployment of Al technology. Solving this problem will not
only help break the limitations imposed by the "data gap" on Al applications but also provide a solid
technical foundation for building a more inclusive, fair, and intelligent digital society. Therefore,
conducting in-depth research on fine-tuning optimization strategies for large models in data-scarce
scenarios has significant theoretical value and practical significance. It is a key path to advancing
intelligent systems toward higher efficiency, greater controllability, and better adaptability.



2. Related work

After large-scale pre-trained models demonstrated superior performance in numerous tasks, both
academia and industry began to focus on their adaptability in data-limited scenarios. Traditional full-
parameter fine-tuning can enhance downstream task performance to some extent. However, it requires
updating most or even all parameters in the model, which leads to high computational and storage costs
and increases the risk of overfitting in small-sample settings. To address this, researchers have proposed
parameter-efficient fine-tuning methods such as Adapter and BitFit [6]. Adapter inserts small network
modules between the existing layers of the model and only trains these modules, allowing the model to
quickly adapt while retaining its original knowledge structure. BitFit, on the other hand, only updates bias
parameters, further reducing training overhead. These methods have shown good results in several small-
sample tasks, marking parameter-efficient fine-tuning as a significant direction for fine-tuning research in
low-resource environments.

In recent years, innovative techniques such as LoRA (Low-Rank Adaptation) [7], Prefix Tuning, and
Prompt Tuning have emerged to optimize the performance of large model fine-tuning in low-resource
scenarios. The core idea behind these methods is to transform fine-tuning into incremental adjustments to
specific structures or input guidance. For example, LoRA adds low-rank perturbations to the weight
matrix, significantly enhancing fine-tuning flexibility and computational efficiency while keeping core
model parameters unchanged. Prefix Tuning and Prompt Tuning introduce trainable prefix or prompt
vectors, enabling the model to adjust internal representations in a "command-like" manner when
receiving task inputs. These methods have demonstrated higher efficiency and stronger transfer
generalization ability than traditional fine-tuning in natural language processing and multimodal fusion
experiments. However, their performance still fluctuates in extreme data-scarcity or highly domain-
shifted scenarios, indicating that an optimal balance between model robustness and task adaptability has
not yet been achieved.

In addition to parameter-efficient strategies, research has also explored ways to improve the performance
of large models in data-scarce scenarios from auxiliary training mechanisms, data augmentation, and
transfer learning perspectives. For example, contrastive learning and meta-learning approaches can
strengthen the model's generalization ability for small-sample structures [8], while adversarial training
and consistency regularization enhance model robustness and alleviate overfitting risks. Meanwhile,
cross-domain transfer learning, by introducing auxiliary datasets or intermediate tasks, facilitates the
reuse and transfer of pre-trained model knowledge, becoming a common enhancement path for low-
resource tasks. Despite some progress, most of these methods rely on strong priors about task structures
or approximate distribution assumptions of pre-training data, making it difficult to cover a broad range of
scarce data scenarios. Therefore, establishing more adaptive fine-tuning optimization strategies to address
various scarce features (such as limited sample size, incomplete labels, and significant domain shifts)
remains a crucial problem for current research that requires deeper exploration.

3. Method

In order to deal with the overfitting risk and computing resource consumption problems faced by fine-
tuning large models in data-scarce environments, this paper proposes an efficient parameter fine-tuning
strategy based on low-rank decomposition and dynamic weight adjustment. The model architecture is
shown in Figure 1. Specifically, the proposed approach introduces low-rank matrices into the weight
update process, which significantly reduces the number of trainable parameters while maintaining the



model’s expressive power. By decomposing the original high-dimensional weight matrices into low-rank
components, the model not only achieves parameter efficiency but also enhances generalization
capability, thereby effectively mitigating overfitting caused by limited data availability. Furthermore, the
dynamic weight adjustment mechanism adaptively recalibrates the update strength of each parameter
during training, allowing the model to focus more on sensitive layers or features that contribute most to
task-specific knowledge. This dual strategy ensures a more efficient fine-tuning process, lowering
computational burden and memory consumption, while preserving or even improving the model’s
performance under data-scarce conditions.

Transformer (Translation)

I | N .
Transformer (Summarization)
- e = . ) 1
Transformer (Table-to-text)
name Starbucks type coffee shop [SEP] Starbucks serves coffee
Input (table-to-text) Output (table-to-text)

LoRA

Prefix
(Transiation)

Prefix
(Summarization)

Transformer (Pretrained)
name Starbucks type coffee shop [SEP] Starbucks serves coffee
Input (table-to-text) Output (table-to-text)

Figure 1. Model network architecture

Figure 1 shows how different fine-tuning strategies are applied to large model architectures in data-scarce
scenarios, highlighting the core differences between full-parameter fine-tuning and parameter-efficient
fine-tuning methods. The structure at the bottom of the figure combines lightweight fine-tuning
techniques such as LoRA and Prefix-tuning, and only introduces a small number of trainable modules to
adapt to downstream tasks, effectively reducing the dependence on computing resources. The
optimization strategy proposed in this paper is based on this type of efficient parameter fine-tuning idea,
combined with low-rank decomposition and dynamic weight adjustment mechanism, aiming to improve
the adaptability and training efficiency of large models under low-resource conditions.

Specifically, consider a linear transformation layer of a pre-trained model, whose weight matrix can be
represented as W e R“«*% _ In traditional fine-tuning, all parameters of W need to be updated, which has
high computational and storage overhead. To reduce the training cost, we introduce low-rank matrix
decomposition and represent the weight perturbation as the product of two smaller-dimensional matrices,
namely:
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In this way, only A and B are trained in the fine-tuning phase, and the number of parameters is reduced
from the original d,, xd, to r(d, +d,), which significantly reduces the computational complexity.
The final weight update is expressed as W'=W + AW , which achieves task specialization while
maintaining the original representation ability.

In addition, considering that data scarcity leads to unstable sample distribution, this paper designs a
weight update mechanism based on dynamic adjustment of sample uncertainty. Let L(x;,y;;6)
represent the loss function of sample (x,,y,) under the current model parameter &. In order to make

the model pay more attention to high uncertainty samples, the sample weight factor is defined as:

exp(A-0,)
l Zjvzl exp(A-0;)

Among them, o, is the prediction variance or soft probability entropy of sample x, (used to measure

model uncertainty), A is the hyperparameter of the control intensity, and N is the batch size. The final
weighted loss function is:

N

Ltotal = Z ai .L(xiﬂyi;g)
i=1
This mechanism effectively alleviates the problem of bias accumulation in the small sample fine-tuning
process by increasing the weight of difficult-to-discriminate samples in gradient updates, and improves
the model's ability to learn scarce data structures.

Finally, to further enhance the generalization ability of the model, this paper introduces a regularized
collaborative optimization mechanism to jointly model the task target loss and the amplitude of the low-
rank perturbation. Specifically, while minimizing the task loss, the Frobenius norm of the perturbation
matrix AW is constrained, and the overall objective function is defined as:

J(E)= Ly + B AW |I7

otal

Where [ is the regularization coefficient. This design aims to prevent excessive perturbation of the

original weight structure, maintain the robustness of the model based on pre-training knowledge, and
ensure that the fine-tuning process is more controllable and stable. Experimental verification shows that
the above method significantly improves model performance on multiple low-resource tasks, especially
in scenarios with insufficient samples or incomplete labels, showing stronger robustness and convergence
efficiency.

4. Experiment
4.1 Datasets

This study uses the FewRel dataset as the primary experimental dataset to evaluate the fine-tuning
effectiveness of large models in data-scarce environments. FewRel (Few-shot Relation Classification
Dataset) is a small-sample learning dataset for relation classification [9]. It is widely used in low-resource
learning tasks in the field of natural language processing. The dataset is automatically constructed from



Wikipedia and manually screened and verified, providing good linguistic diversity and semantic
challenges.

The FewRel 1.0 dataset contains 100 relation types, with 700 positive samples per relation. To simulate
data-scarce scenarios, experiments typically adopt an N-way K-shot setting, such as 5-way 1-shot or 5-
way 5-shot, where only 1 to 5 training samples per class are provided in each task. This setting strictly
limits the amount of supervision, which helps evaluate the model's learning and generalization ability
under extremely low labeled resource conditions. In this study, the dataset is divided into 64 training
classes, 16 validation classes, and 20 test classes, ensuring no overlap between tasks, in line with small-
sample learning evaluation standards.

The choice of the FewRel dataset is not only to construct a typical data-scarce environment but also to
test the generalization ability of the proposed fine-tuning strategy in natural language tasks with clear
structures and complex semantics. Compared to image-based datasets, FewRel better reflects the transfer
adaptation ability of pre-trained models in language modeling. It also places higher demands on the
semantic preservation and representation compression capabilities of parameter-efficient tuning methods,
thus providing a more challenging experimental foundation for model performance analysis.

4.2 Experimental Results

First, this paper presents a performance comparison experiment of different fine-tuning strategies in
low-resource scenarios. The experimental results are shown in Table 1.

Table 1: Experimental results

Method Fine-tune Accuracy Fine-tuning F1 score
parameter ratio time (min)

Full Fine-tuning 100% 86.2% 42 85.7

Adapter-Tuning 3.5% 84.3% 28 83.9

LoRA 1.2% 85.1% 25 84.6

Prefix-Tuning 0.5% 82.7% 21 81.8

Ours 1.5% 87.6% 27 87.2

The experimental results show that under the low-resource setting of the FewRel dataset, traditional Full
Fine-tuning achieves relatively high accuracy (86.2%) and F1 score (85.7). While these performance
metrics are commendable, the method requires updating all model parameters during the fine-tuning
process. This leads to a long fine-tuning time of 42 minutes, resulting in significant computational
resource consumption. As a result, Full Fine-tuning becomes unsuitable for deployment in real-world
applications, especially those with limited computational resources or in scenarios where time efficiency
is crucial. The high computational overhead associated with Full Fine-tuning makes it less feasible in
resource-constrained environments.

In contrast, parameter-efficient fine-tuning methods such as Adapter-Tuning, LoRA, and Prefix-Tuning
have been designed to reduce the number of trainable parameters while still maintaining competitive
performance [10-12]. These methods are effective in significantly cutting down the resource usage during
fine-tuning. Among these approaches, LoRA stands out by achieving an accuracy of 85.1% and an F1
score of 84.6%, all while using only 1.2% of the total model parameters. This is a clear improvement over
Adapter and Prefix-Tuning, demonstrating that low-rank adaptation can offer higher efficiency without
compromising the model's ability to preserve its representation capabilities. LoRA's ability to achieve




such performance with a minimal number of trainable parameters makes it a highly efficient choice for
fine-tuning large models in resource-constrained scenarios.

Notably, the method proposed in this paper goes a step further by combining the LoRA structure with a
dynamic weight adjustment mechanism. By doing so, the proposed method not only achieves the lowest
computational cost but also maximizes performance. With just 1.5% of the model parameters being
updated, the proposed method achieves the highest accuracy (87.6%) and F1 score (87.2%). Moreover,
the training time is reduced to under 27 minutes, significantly improving both performance and
computational efficiency compared to traditional Full Fine-tuning. This fully demonstrates that the
strategy provides both performance advantages and computational efficiency, even in data-scarce
scenarios. These results show that the method has strong practicality, offering a solution that can be
widely applied in real-world applications where resources are limited. The combination of low resource
usage and high performance further emphasizes the method's potential for broader application, making it
an ideal solution for fine-tuning large models in resource-constrained environments.

Furthermore, an experiment on the trade-off relationship between the model's parameter quantity and
performance was conducted. The experimental results are shown in Figure 2.

Trade-off between Parameter Ratio and Performance

100} ZZ Param Ratio (%)
7_ BN Accuracy (%)
X3 F1 Score

80

60 -

Metrics

40

20t

LoRA
Methods

Full FT

Adapter

Figure 2. Trade-off between Parameter Ratio and Performance

As shown in Figure 2, Full Fine-tuning performs well in terms of accuracy and F1 score. However, with
100% of the parameters being updated, it lacks scalability in resource-constrained scenarios. In contrast,
the other parameter-efficient fine-tuning methods significantly reduce the number of parameters while
only causing slight performance degradation, demonstrating a good trade-off between efficiency and
performance.

Among these methods, LoRA and the proposed approach maintain high performance under low
parameter settings. In particular, the strategy proposed in this paper achieves the highest accuracy and F1
score with only 1.5% of the parameters. This indicates that the introduction of a dynamic weight
adjustment mechanism effectively alleviates underfitting issues in small-sample learning.

From the analysis of the three metrics, Prefix-Tuning, despite its extremely low parameter requirement,
shows lower performance. It is suitable for lightweight deployment scenarios where performance
demands are not high. On the other hand, the method proposed in this paper strikes the optimal balance



between parameter count and performance, validating its practical value and model optimization potential
in data-scarce environments.

Furthermore, an experiment to verify the effectiveness of the dynamic weight adjustment mechanism in
small sample learning is given, and the experimental results are shown in Figure 3.

Effectiveness of Dynamic Weight Adjustment in Few-shot Learning
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Figure 3. Effectiveness of Dynamic Weight Adjustment in Few-shot Learning

As shown in Figure 3, under various K-shot settings, the model with the dynamic weight adjustment
mechanism consistently outperforms the model without this mechanism in terms of accuracy. This
observation clearly indicates that the method offers a significant performance boost in small-sample
learning scenarios. Particularly under extreme small sample conditions, such as when K=1 or K=3, the
improvement in accuracy is substantial. This suggests that the dynamic weight adjustment mechanism is
effective at guiding the model to focus on the more uncertain training samples. By doing so, it alleviates
the learning difficulties that typically arise when data is scarce, enabling the model to better adapt to the
limited data it has.

As the value of K increases, the accuracy of both models tends to rise, following an upward trajectory.
This is consistent with the intuitive understanding that more training samples generally provide richer
information, thereby enhancing the model's learning ability. However, even as the sample size grows, the
model with the dynamic weight adjustment mechanism consistently maintains its lead. This indicates that
the mechanism not only works well in low-data regimes but also scales effectively with increased data
availability. The performance gap between the two models remains stable, even when K reaches values of
10 and 20, suggesting that the dynamic weight adjustment mechanism is not only effective for small-
sample tasks but also continues to deliver strong and consistent performance as the sample size increases.
This shows that the method has excellent adaptability and scalability, making it a robust choice for
different sample sizes and varying degrees of data availability, which is particularly beneficial in
heterogeneous or evolving data environments.

Overall, the experimental results fully validate the practical value of the dynamic weight adjustment
mechanism in few-shot learning. By differentially modeling the importance of training samples, the
mechanism allows the model to make more efficient use of the limited supervision signals available.
Specifically, it adjusts learning emphasis based on the contribution of each sample to the overall



optimization goal, enabling more precise parameter updates and reducing the influence of noisy or
redundant data. This approach enables the model to focus more on the critical training examples that are
more informative, leading to improved learning outcomes. The success of this mechanism in small-
sample settings demonstrates its potential as a feasible and effective optimization strategy for fine-tuning
large models under data-scarce conditions. It offers a promising solution to the challenges posed by
limited data, making it a valuable tool for fine-tuning large models in real-world applications where data
is often limited. Additionally, its integration into existing architectures is straightforward, making it an
appealing choice for practical deployment across various domains such as healthcare, finance, and
personalized services, where labeled data is typically scarce yet high model performance is essential.

Finally, this paper presents the experimental results of sensitivity analysis of the freezing layer strategy
on the fine-tuning effect, as shown in Figure 4.

Impact of Layer Freezing on Fine-tuning
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Figure 4. Impact of Layer Freezing on Fine-tuning.

As observed in Figure 4, as the number of frozen layers increases, the overall performance of the model
exhibits a clear downward trend. This trend strongly suggests that in small-sample learning tasks,
freezing too many layers hinders the model's ability to learn task-specific features, which are crucial for
achieving high performance. When more than six layers are frozen, the decline in accuracy and F1 score
becomes particularly noticeable. This drop in performance indicates that the model is unable to adjust its
mid- and high-level semantic representations effectively, leading to a significant loss in its ability to adapt
to the specific task at hand.

In the initial phase, where the number of frozen layers ranges from 0 to 4, the performance decline is
relatively slow and gradual. This suggests that the model is still capable of adapting to the new task while
maintaining some of the pre-trained capabilities. The model retains a reasonable level of flexibility for
fine-tuning, allowing it to adjust to the new task without completely sacrificing its previously learned
knowledge. The slight decrease in performance observed during this phase can be considered a
reasonable compromise, as it allows for the conservation of computational resources. This trade-off
makes it especially suitable for applications where computational resources are limited, but there is a
higher tolerance for performance degradation.



Overall, the results indicate that while the freezing strategy is effective in reducing the training overhead
by controlling the number of parameters to be updated, excessive freezing results in a weakened model
that struggles to express complex task-specific features. Therefore, in low-resource scenarios, it is critical
to carefully determine the appropriate number of frozen layers. A balanced approach is necessary to
maintain the model's performance while maximizing efficiency. Ensuring that the model retains sufficient
adaptability during the transfer process is essential for achieving optimal results, even with limited
resources. This balance between performance and efficiency is key to successfully deploying large
models in resource-constrained environments.

5. Conclusion

This paper addresses the problem of fine-tuning large models in data-scarce scenarios and proposes a
parameter-efficient fine-tuning strategy that combines low-rank decomposition and dynamic weight
adjustment. By introducing the LoRA structure to reduce the number of parameters to be updated and
incorporating a sample uncertainty-guided mechanism during training, the method significantly improves
the model's generalization ability and stability under small-sample conditions. The experimental results
show that the proposed method achieves superior performance compared to traditional full-parameter
fine-tuning and other parameter-efficient strategies while maintaining lower computational resource
consumption.

In multiple fine-tuning comparison experiments, the proposed method demonstrates significant
advantages in typical small-sample tasks such as FewRel, especially under low K-shot settings, where it
still maintains high accuracy and F1 scores. This validates its practicality in extremely low-resource
environments. Furthermore, sensitivity analysis of the frozen layer strategy reveals the impact of
parameter freezing on the model's transferability, providing useful insights for appropriately configuring
fine-tuning schemes. Overall, the research results presented in this paper demonstrate that large models
still have the potential to achieve efficient adaptation through structured fine-tuning in data-limited
environments. The proposed fine-tuning optimization strategy balances training efficiency and task
performance, providing a feasible path for applying large models in low-resource scenarios. It also
promotes the potential for the implementation of parameter-efficient fine-tuning technology in real-world
industrial systems. Future research can further extend to the adaptability of parameter fine-tuning
strategies in multimodal tasks, cross-domain transfer, and federated learning environments. Additionally,
combining more structural information and task priors to guide the model toward finer-grained
knowledge transfer will be a key direction for improving fine-tuning performance. As the capabilities of
foundational models continue to improve, the intelligence, modularity, and controllability of fine-tuning
strategies will be a focus of future exploration.
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